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Abstract: This paper explores ways of creating an image segmentation system 
based on voting. Using segmentation techniques ranging from Artificial 
Intelligence algorithms such as Mask-RCNN to classical approaches like Mean 
Shift Clustering and other custom-designed segmentation techniques, the purpose 
of this paper is to create a mixed algorithm for image segmentation and object 
detection. The proposed method accomplishes the task by generating good results 
that compare favorably to four other related stand-alone image segmentation 
methods. 
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1. Introduction 

 
Recent history brought us essential advancements in the domain of image 
segmentation and object detection. These advancements are conducted by the 
favorable outcome of region proposal methods, as well as region-based 
convolutional neural networks (R-CNNs). Even though R-CNNs, introduced by R. 
Girshick in [1], were computationally expensive in their original implementation, 
the latest research [2][3] achieves a significant cost reduction due to sharing 
convolutions across proposals [4]. R-CNN method implies deep convolutional 
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neural networks (CNNs) to pair object proposals in order to obtain consistent 
object detection accuracy [2]. Compared to standard neural networks with 
similarly-sized layers, CNNs can be manipulated in training more quickly as they 
have fewer connections and parameters (the capacity of CNNs is managed by 
varying their depth and breadth) [5]. Despite these advantages, training is costly, 
and there is no positive impact on the speed of the object detection (R-CNN 
method performs a deep CNN forward pass for each object proposal, with no 
computing shared). Typically, the object detection task using this method runs in 47 
s/image using a GPU [2]. 

A way to improve R-CNN’s performance consists of using spatial pyramid pooling 
(SPP) networks [3]. SPP network, also called SPM or spatial pyramid matching 
[6][7] is an addition of Bag of Words model [8] and can reduce the training time of 
R-CNN method by 3 times and speed up test time by 10 to 100 times [2]. 

The input data of the Fast R-CNN network [2] is represented by an image and a 
group of object proposals. The first step is to create a convolutional feature map, 
based on the CNN image, considered as the entry date. The next step is identifying 
the region of proposals from the feature map, by Fast R-CNN, and transforms them 
into squares, which previously it reshaped them into a fixed size, using a Region of 
Interest (RoI) pooling layer, in order to be an integral part of the entire connected 
layer. The process continues by identifying the class of the proposed region 
accompanied by the bounding box offsets as can be observed in Figure 1. Even if 
Fast R-CNN brought many improvements, it still suffered from a couple of crucial 
drawbacks and limitations: the regions are still proposed by selective search, 
making up most of the algorithm’s running time, and the process of learning was 
not end-to-end. The network was trainable after the selective search provided its 
output; however, the selective search algorithm could not be influenced to improve 
its predictions. 

 

Fig.1. Fast R-CNN architecture; image taken from [2]. 
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A more recent iteration of this approach, Faster R-CNN, achieves more accurate 
results than the Fast R-CNN method, S. Ren et al. introducing in [4] Region 
Proposal Network (RPN). This approach allows showing the convolutional features 
of the complete image among the detection network, the benefit consisting of the 
permissiveness for region proposals almost without costs. The ability to predict 
object bounds and unnecessary scores for each position is also a valuable asset to 
consider, RPN having the capacity to make proposals for quality regions in an end-
to-end manner, which is an advantage in using Fast R-CNN for detection. The 
CNN layers provide a convolutional feature map on an image, furnished as the 
input data, in a similar way to Fast R-CNN. The innovative breakthrough is that the 
region proposals are predicted using a distinct network that has a classifier and a 
regressor. The schematic representation of the construction of the Faster R-CNN 
model is revealed in figure 2. 

 

Fig.2. Faster R-CNN layout; image taken from [4]. 

This network works with the concept of anchors (shown in figure 3). An anchor is 
the central point of a sliding window. Anchor boxes are fixed-sized boundary boxes 
with different sizes and ratios that are placed throughout the image [4]. For every 
anchor, RPN anticipates the following: the probability that an anchor is an object 
versus the anchor is representing a background area and the bounding box 
regressor for adjusting the anchors to suit to the object. The classifier then 
determines the probability of a proposal being the target object. Regression 
generates the coordinates of the proposals. The remodeling of the envisaged region 
proposals is done using an RoI collection layer, useful in both predicting the offsets 
and in the proposed region’s image classification. 
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Fig. 3. Anchors representation in the Faster R-CNN model; image taken from [4]. 

The latest further iteration for object detection is Mask R-CNN [9], its architecture 
is illustrated in Fig.4. Mask R-CNN (Fig.4) is a framework made up of two steps. 
Firstly, the input image and the output proposals are processed (areas likely to 
include an object). Secondly, the proposals are classified, and the bounding boxes 
and masks are generated. Because Faster R-CNN works very well in tasks like 
image classification [5][10] and object detection [1][11][12], this method can be 
adapted to run pixel segmentation. Mask R-CNN accomplishes this by 
implementing a complementary addition (branch) to Faster R-CNN that outputs a 
binary mask that concludes if a given pixel represents a part of an object or not, the 
branch is represented by a fully CNN superimposed over a CNN based feature 
map. 

 

Fig. 4. Mask R-CNN architecture; image taken from [9]. 

A. Problem motivation 

The presented algorithms and, in general, most algorithms involved in 
segmentation and object detection, are self-standing algorithms, based on specific 
techniques or heuristics. There has been little research exploring the usage of 
multiple such algorithms in conjunction. 



JOURNAL OF INFORMATION SYSTEMS & OPERATIONS MANAGEMENT, Vol. 15.1, July 2021 

164 

This paper aims to explore a voting-based system for image segmentation, to 
improve both segmentation results and object detection results by correlating the 
results of multiple neural networks, classical and custom algorithms. This concept 
is similar to the process of boosting in general Machine Learning (ML). 

While image segmentation through voting has been approached before [13], 
algorithms based on neural networks have not been included in the plethora of 
approaches that were discussed. This study hypothesizes that using such ML 
models can further improve the results of voting-based image segmentation, while 
further contributing to the possibility of achieving object detection at the same 
time. 

 

2. Proposed method 

A. Selected segmentation algorithms 

For the proposed system, we handpicked several different methods for image 
segmentation, the first of them being Mask R-CNN [9], which extends Faster R-
CNN [4] to pixel-level image segmentation. The main point in this network is to 
segment the classification and the pixel-level mask prediction tasks. There is a 
qualitative delimitation between the pixel-level segmentation and the bounding 
boxes, the first-mentioned presenting a more fine-grained alignment. The role of 
the R-CNN mask is to stimulate the RoI pooling layer (also called RoI align layer), 
having the effect of improving the region of interest and increasing the specificity 
of the mapping to the regions of the original image. For this voting system, there 
will make use of the head of Mask R-CNN that is responsible for the output of the 
masks in an image. 

The second segmentation technique used in the system is Mean Shift Clustering 
[14]. Mean Shift is a hierarchical clustering algorithm that attempts to group data in 
an unsupervised manner. As opposed to K-Means, Mean Shift does not require the 
number of categories (clusters) to be known beforehand. It consists in several 
simple steps: the user defines a window (bandwidth of the kernel), and the 
algorithm places the window on a data point, it calculates the mean for all the 
points in the window, it moves the center of the window to the location of the 
mean, and then repeats the 2nd and the 3rd steps until convergence. 

The third segmentation algorithm chosen for the proposed system is Color 
Clustering based on K-Means [15]. K-Means gathers among the most votes in 
terms of popularity and, at the same time, is the simplest from the class of 
unsupervised learning. For all the data points scattered in an n-dimensional space, 
K-Means groups the data points with some similarities in clusters. After randomly 
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initializing k cluster centroids, the algorithm performs two steps iteratively, in an 
Expectation-Maximization fashion. First, cluster assignment (each data point is 
assigned a cluster based on its distance from the cluster centroid), and secondly, it 
moves the centroids (the mean of all the points of a cluster is calculated and cluster 
centroid is relocated to the mean location). Based on the new centroid locations, 
the data points are reassigned to the clusters. After a certain number of iterations, if 
the centroids do not change positions any further, and also if the data points are not 
reassigned to the clusters, it is considered that the algorithm converged. In this 
case, the number of clusters specified at the beginning will correspond to the 
number of colors set to extract/cluster in the images. This color-based clustering 
approach creates k clusters, which are further split into connected components. 

The fourth algorithm used here for segmentation is Edge-Based Region Growing 
Segmentation [16]. Among the best-known techniques used for image 
segmentation are edge detection and region growing. Edge-based approaches are 
proven to significantly reduce meaningless information while retaining the relevant 
information and properties coming from the structure of an image. Sometimes, 
region growing is often chosen on behalf of edge detection methods because it 
works better in cases that involve contrast issues and deals adequately with 
connectivity problems that edge detectors face. Recent studies provided that a 
combination of the two, region growing and edge detection, can lead to much 
better results. Some studies have highlighted, in the region growing approach, the 
importance of the similarity of the pixel or the neighborhood in making region 
joining decisions. As well as the fact that these decisions involve already extracted 
edges that complement each other. Also, in the case of two adjacent regions that 
could merge, the strength of the boundary is taken into account, as follows: a 
strong boundary induces the maintenance of the regions separately, while a weak 
boundary allows their combination. 

B. Voting technique 

The voting technique chosen for this paper is similar to an existing method [13]. 
The proposed method uses a breadth-first search (BFS) to spread each segment of 
the image based on voting results. The voting phase consists of each algorithm 
deciding if the new pixel should or should not be part of the segment currently 
being expanded. This is done by considering whether the current pixel is in the 
same segment or different segments in the output of each algorithm. 
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Fig.5.The voting algorithm (top: an over-segmenting algorithm, an under-
segmenting algorithm, and a balanced algorithm; bottom: the voting result). 

Usually, a weighted voting algorithm will assign a weight to each algorithm, which 
will decide how each algorithm influences the vote. The proposed method uses two 
sets of weights: “same” and “split”. If one algorithm decides that the current pixel 
is in the same segment as the previous one, it contributes with its “same” weight. 
Otherwise, it contributes to the “split” weight (Fig.5). This modification was made 
because some algorithms are more credible when placing two pixels in the same 
segment, and other algorithms are better at splitting the pixels of different clusters. 
For example, if an algorithm that segments based on color clustering decides that 
two pixels are in different clusters, the voting should only be affected by a small 
margin as this algorithm is proven to create over-segmentation. Meanwhile, if this 
method places two pixels in the same segment, it is much more likely that these 
pixels belong together. Small clusters where the voting algorithm is unable to come 
to a decision are cleaned similarly to the outputs of the initial algorithms. 

3. Results 

The proposed method achieves successful object detection with excellent results by 
using different methods combined (Mask R-CNN, Mean Shift Clustering, Color 
Clustering based on K-Means and Edge-Based Region Growing Segmentation). 
The results of each algorithm, in parallel with the clean versions of the 
segmentation, are presented in figure 6 where on the first row there are found Mask 
R-CNN and Mean Shift, on the second row Edge-Based Region Growing and  
K-Means with k = 3, followed by K-Means with k = 4,5 on the third row. The 
output from each algorithm is cleaned, retaining only components having at least a 
minimum size. Some results of the proposed voting method and their 
corresponding original images are illustrated in figures 7 to 9. Therefore, the 
quality of the images is improved using the proposed method, compared to the 
images resulting from the application of the algorithms individually. 
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Fig. 6. Results of each algorithm, in parallel with the clean versions of the 
segmentation (Top: Mask R-CNN, Mean Shift; Middle: Edge-Based Region 

Growing, K-Means with    k = 3; Bottom: K-Means with k = 4, 5). 

 

 

Fig. 7. Bedroom results of the proposed method. 
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Fig. 8. Living room results of the proposed method. 
 

 

Fig.9. STOP sign results of the proposed method. 

 

4. Conclusion 

While image segmentation has often been tackled through neural networks 
recently, classic methods are still relevant in some situations. If it is possible to 
combine the results of both these approaches successfully, there can be found ways 
for them to complement each other’s deficiencies. This can be achieved through the 
process of voting. The proposed variant still supports improvements, the results 
obtained being encouraging compared to the other four methods studied in the 
current voting. 

Weighted voting is already used in several scenarios. This paper proposed a variant 
of this method, based on a dual set of weights. The explanation for this is intuitive 
and can be further developed by optimizing these weights with a neural network or 
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another type of optimization algorithm. Further research into this subject may 
reward us with ways to segment images that are more accurate than the currently 
available algorithms. 

A possible future development of the proposed technique will be the integration 
with other voting-based methods [17-19] in a system based on multiple experts’ 
decision destined for automatic image document content conversion. 
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